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Abstract
This paper presents the data mining process that was used for building a stroke prediction model based on demographic in-

formation and medical screening data. The data that was gathered from a physical therapy center in Thailand comprised of

outpatients’ medical records, medical screening forms, and a target variable. A group of 147 stroke patients and 294 non-stroke

individuals with six demographic predictors were selected for the study. Three classification algorithms were used in the study.

These were; Naı̈ve Bayes, Decision Tree, and Artificial Neural Network (ANN). They were used to analyze the data collected

and the results were compared. They were evaluated by use of a 10-fold cross-validation method. The selection criteria were

primarily measured by accuracy and the area under ROC curve (AUC). The secondary selection criteria were indicated by

False-Positive Rate (FPR) and False-Negative Rate (FNR). The results showed that the best performing algorithm that was

studied was ANN combined with integrated data. This approach have an overall accuracy of 0.84, an AUC of 0.90, a FPR of

0.12 and an FNR of 0.25. The results of the study demonstrated that ANN with the integration of demographic and medical

screening data produced the best predictive performance compared to the other models. This result was found according to

both the primary and secondary model selection criteria.
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1. Introduction

Stroke is a disease that affects the arteries leading

to the brain [1]. It would cause the abnormalities of

vascular in a brain and affecting of the nerves such as

muscle weakness, numbness and can be fatal. It can be

separated into two types: Ischemic stroke and Hemor-

rhagic stroke. Ischemic stroke occurs as a result of an

obstacle within a blood vessel transferring blood to the

brain. The underlying condition for this type of obsta-

cle is the development of fatty deposits lining the ves-

sel walls. The common consequence includes aphasia,

physical disability, losing of cognition, communica-

tion skills, depression and other mental health prob-

lems. Moreover, stroke is a major public healthcare

concern and has a significant impact on individuals,

families and wider society. Recently, the World Health

Organization [2] reported that stroke is the third lead-

ing cause of mortality overall life periods.

Stroke identification is tedious and time-consuming

for medical diagnosis which is initially driven by ex-
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perts’ experience. Therefore, it would be beneficial

if there is an automated system to predict the risk of

stroke in patients. There are various types of data in-

volved in the analysis depending on availability and

level of abstraction. Therefore, those methods are to

identify the independent risk factors based on the cer-

tain data source, some of them employed several input

data such as medical history, symptoms, and the the-

oretical proven to be accurate risk factors. However,

those secondary data may be difficult to collect and

need special medical equipment. The high level of ab-

straction is required to discover related risk factors and

build the complex identification model. Furthermore,

some data analytics technology are required for creat-

ing the model. One analytical technology, data min-

ing, is known for the knowledge discovery from the

database [3]. It is an interdisciplinary field to discover

patterns or model in high-volume data involving meth-

ods from several areas, such as artificial intelligence,

machine learning, statistics, and database systems [4].

Some prior studies related to the finding of the

stroke risk factors are reviewed. Preliminary, study

was made to discover stroke risk factors, specifically
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for Thai citizen [5]. This study found that the factors

are Hypertension, Diabetes, Obesity, Dyslipidemia,

Smoking, Cardiovascular disease (CAD) and Drug

use, in descending order of severity. Hanchaiphi-

boolkul et al. [6] proposed another stroke risk factors

study. They applied cross-sectional analysis by using

baseline health survey data which are age, gender and

region to discover stroke prevalence in Thailand. By

using multiple logistic regression as a tool based on

19,997 subjects, the study found that stroke prevalence

in Thailand has few continuously increasing but lower

than other developed countries. In geographic varia-

tion, stroke prevalence mostly discovered in Bangkok,

Central, and Southern regions. Moreover, the age over

65 years old, male gender, and occupation class are

found to be slightly significant. This study motivates

us in model building aspect by using the demographic

data as the primary source.

The most recent work proposes Arslan et al. [7

aimed to develop the medical data mining processes

for extracting patterns approaching to predict ischemic

stroke from collected dataset belonging to Inonu Uni-

versity, Turkey. The experiments were compared

among three classifiers: Support Vector Machine

(SVM), Stochastic Gradient Boosting (SGB), and Pe-

nalized Logistic Regression (PLG) which worked on

80 stroke patients and 112 healthy individuals consist-

ing of demographic data and blood test results. The

experiment showed that the SVM was the best classi-

fier indicated by 0.9789 accuracies and 0.9783 AUC.

This finding supports our hypothesis that the stroke

risk prediction model is possible to create. Moreover,

the important variables were also explored that the top

three essential factors were age, Creatinine (CR), and

Chlorine (CL), consecutively. Interestingly, the gen-

der and marital status were slightly relevant in the

eighth and thirteenth from overall seventeen variables.

This work proved that the demographic data could be

useful in model building.

Amini et al. [8] studied the stroke prediction based

on data mining model with the data collected from

Iran’s hospital. The 50 risk factors of 807 patients

dataset was experimented by two prediction algo-

rithms: k-Nearest Neighbors and C4.5 Decision Tree.

The results showed that the C4.5 decision tree per-

formed best accuracy and precision. However, those

risk factors were excessive and impossible to gather

by end users who do not own a medical equipment

and may cause difficulties in data collection. Sudha et
al. [9] also proposed an alternative stroke prediction

model based on medical history and symptoms includ-

ing physical exam results, blood test results and diag-

noses. The test data were collected from medical insti-

tute. Therefore, the data preprocessing was performed

by removing duplicate records, missing data, noisy

and inconsistency. They compared the model by four

indicators which are accuracies, false-positive, false-

negative, and AUC, combined with three classification

methods: C4.5 Decision Tree, Naı̈ve Bayes, and Arti-

ficial Neural Network (ANN). The result showed that

the C4.5 decision tree is the best classification algo-

rithm proven by 0.98 accuracies. In the real appli-

cation, plenty of inputs may confuse the non-medic

users. Thus, use of more concise input data is chal-

lenging for developing the prediction model. Never-

theless, their work has motivated us towards selecting

understandable data as an input set and setting up of

the experiment is interesting and may be applied in our

work. Other prior related works on stroke prediction

model were also reviewed.

Other related studies on the application of data min-

ing in stroke disease are widely developed. Easton et
al. [10] examined the risk factors of short-term and

short/intermediate-term for post-stroke mortality us-

ing Naı̈ve Bayes, Logistic Regression, and Decision

Tree. Panzarasa et al. [11] used the classification

tree for analyzing the stroke care process which aimed

to identify the specific key indicators and was able to

monitor the quality of medical process for stroke care.

From abovementioned research, the data mining

have been widely proposed in various aspects for the

stroke including data source, data schema, types of

prediction models and applications. However, most

of them are based on the factors that are inconve-

nient for end users to obtain. In this paper, we de-

velop the stroke prediction model based on two kinds

of outpatients’ information, which are demographic

data and medical screening data. Both data types are

collected from a physical therapy center in Thailand

during 2012 to 2015. The demographic data has been

electronically stored in the relational database while

the medical screening data has been in a paper-based

format, called medical screening form. The medi-

cal screening form has been designed for preliminary

self-screening outpatients in the center before trans-

ferring them to the proper clinic. By using the medi-

cal screening form, the information gathered from pa-

tients is more concise and easily understood. Then,

the smashing prediction model is selected from three

classification data mining algorithms, namely Naı̈ve

Bayes, C4.5 Decision Tree and Artificial Neural Net-

work (ANN). They are experimented with both infor-

mation sources and their integration. Finally, an ap-

plication based on the best model will be extensively

demonstrated for ease of use. The expected benefit

of this research is the stroke risk prediction model

based on high-level of abstraction data which are de-

mographic and medical screening data evaluated in

both technical and medical aspects.

The remainder of the paper is organized as follows:

the coming section introduces the research method-

ology including some technical issues and setting up

of the experiments. The next section presents the ex-

perimental results and discussion on technical issues,

some insights into the medical domain and demonstra-

tion of the system application. Finally, we conclude
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Parameter setting of modeling algorithms:

     Naïve Bayes: None

     C4.5 Decision Tree: 

Minimum number of instances per leaf: 2

ANN Parameters: 

Activation function: Unipolar Sigmoid Function

Number of hidden layers: 1

Initial number of hidden nodes: (attributes + classes)/2

Minimum Mean Squared Error: 0.05

Learning rate ranges: 0.05 to 0.5

Momentum ranges: 0.1 to 0.4

Evaluation method: 10-fold cross-validation

Model Selection Criteria:  

Primary: accuracy and AUC

Secondary: FPR and FNR

Figure 1: The setting up of the experiments.

the paper and suggest some directions for future re-

search.

2. Methodology

2.1. Data source
The required information for this study is data of all

outpatients during 2012 to 2015. In our study, there

are two data types in this study: demographic data

and medical screening data which will then be sep-

arately described for their characteristics, collection

procedures and preprocessing method in the next sub-

sections.

2.2. Demographic data collection and preprocessing
The demographic data refers to the general infor-

mation of clients such as H/N number, name, gender,

occupation, etc. This kind of information is already

stored in the accessible relational database and can

be gathered by database querying. An original demo-

graphic data source consists of 8 tables with total 112

attributes and more than 100,000 transactions. This

high volume of data is needed for selection and filter-

ing procedure. A general exclusion criterion is an age

[5]. It was reported that age under 20 years old should

be excluded in stroke determination for meaningful

analysis. Moreover, since the medical diagnosis has

been encoded in ICD-11 code [12] standard format,

the inclusion criteria will filter the range of I60 (non-

traumatic subarachnoid hemorrhage) to I69 (sequelae

of cerebrovascular disease) as stroke patients and the

rest is non-stroke falling in other attributes. Some de-

mographic characteristics were eliminated due to their

rare occurence. Thus, the remaining gathered factors

Figure 2: Comparison of accuracy and AUC of all datasets and

algorithms.

are sex, age, province, marital status, education, and

occupation.

Once the demographic data had been prepared al-

ready, it was found that the proportion of healthy and

stroke patients revealed a vast imbalance (67,010:147)

and should be resampled. Theoretically, the data

resampling method can be chosen between under-

sampling and over-sampling. The under-sampling is

to remove majority class randomly. On the other

hands, over-sampling helps to achieve a more bal-

anced class distribution by replication minority class

sample or combining it together [13]. In this research,

the non-stroke patients should be down-sampled to re-

duce the proportion instead of using the up-sampling

method because the quantity of majority class is re-

markably higher than another group. After the down-

sampling procedure, the final ratio between those two

groups is 294:147. The characteristic, quantity and

distribution of the final demographic data are shown

in Table 1.

2.3. Medical Screening data collection and prepro-
cessing

In the selected physical therapy center, a medical

screening form is a self-input document which is de-

signed to pre-filter unregistered outpatients and trans-

fer them to the most suitable clinic possible. The med-

ical screening form which consists of 29 simple ques-

tions with three answer choices (Yes/No/Unknown) in

a paper-based format. The resampled patient records

with HN number from the demographic data collec-

tion step were retrieved manually from archival stor-

age by an assistant using spreadsheet application. Dur-

ing the collection process, the researcher found that

the screening form was continuously improved and

updated which caused four screening form versions

between 2012 and 2015. Thus, some items of those

forms needed to be merged into a single format as

summarized in Table 2.

When the collection process of both data types was

completed, we obtained three dataset for the experi-

ment: demographic data, medical screening data and
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Table 1. Preprocessed demographic data characteristics

Attributes Values Quantity (N=441) Stroke Non-Stroke

Stroke
Stroke 147

Non-Stroke 294

Sex
Male 174 83 91

Female 266 64 202

Age in Years (Numerical) -
67.3 53.90

(Mean) (Mean)

Province

Capital City 302 95 207

Fringe 109 44 65

Countryside 25 6 19

Marital Status
Single 161 36 125

Cohabit 246 97 149

Education

Primary 57 39 18

High School 44 19 25

Vocational 30 14 16

Diploma 18 4 14

Bachelor 156 35 121

Master 51 8 43

Doctoral 3 1 2

Occupation

Public servants 99 26 73

Merchant 42 13 29

Farmers 44 11 33

Steward 79 33 46

their integration. The integrated dataset is the merg-

ing of both data sources using HN number as a join-

ing key. Therefore, the experiment was conducted by

datasets of 441 patients combined with three modeling

algorithms described in the next step.

2.4. Modeling

In this paper, the predictive modeling is experi-

mental compared between three classification algo-

rithms: Naı̈ve Bayes, Decision Tree, and Artificial

Neural Network (ANN). Theoretically, each method

has a unique advantage in simplification, interpretabil-

ity and powerful computation. Their details including

principle, strength and limitation are as following:

2.4.1. Naı̈ve Bayes
The Naı̈ve Bayes [14] depends on Bayes’ theorem

which works on the probabilistic statistical classifier.

The major advantage of this method includes rapidity

of use and simple for handling the dataset containing

several attributes. Firstly, the dataset would be trans-

formed into a frequency table consisting of each at-

tributes value of all attributes. Then, the likelihood

of each value is calculated by using probabilities re-

spect to each class. When it is applied for a new

case, the Naı̈ve Bayes equation [15] is used to deter-

mine the posterior probability for each class. The class

with the highest posterior probability is the outcome of

prediction. The main advantage of this method is its

fast training due to the single round of database scan-

ning. Nevertheless, its limitation is that all attributes

are considered to be independent.

2.4.2. Decision tree
Another classification algorithm used in this re-

search, which is interpretable and provides a step-

by-step determination, is the decision tree. One of

the well-known decision tree algorithms is C4.5 [16]

and its sibling. A robust interpretable computational

method of this extension of the ID3 algorithm used to

generate a decision tree whose construction is based

on the concept of information entropy (Quinlan 1993).

Firstly, the algorithm finds an effective split of the data

based on the highest normalized information gain [17]

for each attribute. It then creates a decision node using

the selected node and the expected value of splitting.

The algorithm recurs on the split data on the selected

attribute and adds these nodes as child nodes. A dis-

tinct advantage of this method is its interpretable re-

sult. However, a small variation in data can lead to dif-

ferent decision trees, especially in small training size.

2.4.3. Artificial neural network (ANN)
Apart from a simple tabular model like the Naı̈ve

Bayes or interpretable method like the decision tree, a

meta-heuristic approach such as an ANN could be an

effective classifier, particularly when the interested do-

main is high volume and complicated. Theoretically,

the ANN is a computational model that is inspired by

the structure and function of the biological neural sys-

tem. It consists of an interconnection of artificial neu-
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Table 2. Preprocessed demographic data characteristics

Attributes Stroke
Quantity (N=441)
Attribute Values

Yes No Unknown

Hypertension
Stroke 111 (76%) 27 (18%) 9 (6%)

Non-stroke 65 (22%) 179 (61%) 50 (17%)

Diabetes
Stroke 53 (36%) 76 (52%) 18 (12%)

Non-stroke 18 (6%) 223 (76%) 53 (18%)

Heart disease
Stroke 29 (20%) 95 (65%) 23 (16%)

Non-stroke 28 (10%) 248 (84%) 18 (6%)

Asthma Bronchitis Allergy
Stroke 15 (10%) 111 (76%) 21 (14%)

Non-stroke 54 (18%) 225 (77%) 15 (5%)

Hyperlipidemia
Stroke 57 (39%) 20 (14%) 71 (48%)

Non-stroke 34 (12%) 68 (23%) 191 (65%)

Accident
Stroke 25 (17%) 86 (59%) 36 (24%)

Non-stroke 56 (19%) 180 (61%) 58 (20%)

Fracture
Stroke 22 (15%) 90 (61%) 35 (24%)

Non-stroke 29 (10%) 202 (69%) 63 (21%)

Cancer
Stroke 6 (4%) 107 (73%) 34 (23%)

Non-stroke 5 (2%) 229 (78%) 60 (20%)

Rheumatoid Gout
Stroke 21 (14%) 93 (63%) 33 (22%)

Non-stroke 50(17%) 185(63%) 59(20%)

Tuberculosis
Stroke 2(1%) 109(74%) 36(24%)

Non-stroke 3(1%) 228(78%) 63(21%)

Osteoporosis
Stroke 10(7%) 94(64%) 43(29%)

Non-stroke 14(5%) 206(70%) 74(25%)

Weight Change
Stroke 7(5%) 99(67%) 41(28%)

Non-stroke 13(4%) 215(73%) 66(22%)

Urinary Incontinence
Stroke 28(19%) 89(61%) 30(20%)

Non-stroke 32(11%) 59(20%) 203(69%)

Vertigo
Stroke 20(14%) 49(33%) 78(53%)

Non-stroke 19(6%) 87(30%) 188(64%)

HIV
Stroke 0(0%) 74(50%) 73(50%)

Non-stroke 0(0%) 102(35%) 192(65%)

Liver disease
Stroke 2(1%) 68(46%) 77(52%)

Non-stroke 6(2%) 94(32%) 194(66%)

Herpes zoster or Psoriasis
Stroke 1(1%) 71(48%) 75(51%)

Non-stroke 5(2%) 98(33%) 191(65%)

SLE
Stroke 0(0%) 72(49%) 75(51%)

Non-stroke 0(0%) 101(34%) 193(66%)

Depressive
Stroke 13(9%) 56(38%) 78(53%)

Non-stroke 9(3%) 94(32%) 191(65%)

Pregnant
Stroke 0(0%) 69(47%) 78(53%)

Non-stroke 0(0%) 102(35%) 192(65%)

Kidney
Stroke 7(5%) 105(71%) 35(24%)

Non-stroke 3(1%) 227(77%) 64(22%)

Family Cancer
Stroke 21(14%) 81(55%) 45(31%)

Non-stroke 62(21%) 163(55%) 69(23%)

Family Heart Disease
Stroke 27(18%) 70(48%) 50(34%)

Non-stroke 65(22%) 154(52%) 75(26%)

Family Diabetes
Stroke 57(39%) 49(33%) 41(28%)

Non-stroke 110(37%) 114(39%) 70(24%)

Family
Stroke Stroke 67(46%) 41(28%) 39(27%)

Non-stroke 23(8%) 188(64%) 83(28%)

Family Heredity
Stroke 3(2%) 75(51%) 69(47%)

Non-stroke 13(4%) 175(60%) 106(36%)



66 Vol. 14 No. 4 July – August 2019

Table 2. Preprocessed demographic data characteristics (Cont.)

Attributes Stroke
Quantity (N=441)
Attribute Values

Yes No Unknown

Bleed
Stroke 4(3%) 36(24%) 107(73%)

Non-stroke 2(1%) 129(44%) 163(55%)

Muscle
Stroke 22(16%) 99(73%) 15(11%)

Non-stroke 199(65%) 89(29%) 17(6%)

Loss Balance
Stroke 108(55%) 89(45%) 1(1%)

Non-stroke 111(46%) 117(48%) 15(6%)

rons, and it processes information using a connection-

ist approach. There are several types of ANN. In this

research, an ANN with a feedforward and backprop-

agation architecture [18] is chosen. The backpropa-

gation algorithm learns the weights for a multi-layer

network with a specified number of nodes and their

connections. It aims to minimize the mean-squared er-

ror that quantifies the difference between network out-

put values and the target values for these outputs. The

ANN iteratively computes the error of the production

and the gradient with respect to the error in order to

update all weights in the network. The training will be

eliminated when the threshold criteria such as a mean

square error are reached.

There are several parameters for the training pro-

cess of ANN: (1) A number of hidden layers and hid-

den nodes: The optimal number of units in the hidden

layer of any network is difficult to determine. Specif-

ically, in back propagation learning, there have been

many reports recommending numbers of hidden lay-

ers and hidden nodes due to the generalization, com-

plexity, and overfitting [19]. However, the study by

Eberhart et al. [20] reported that a single hidden layer

is sufficient to transform any non-linear functional re-

lationship. Therefore, only a single hidden layer is

used in this research.

(2) Learning Rate: A learning rate (theoretically a

fraction between 0.0 and 1.0) will affect how quickly

and efficiently the network is trained. A lower learn-

ing rate means a slower learning tempo which causes a

longer training time. If this parameter is specified too

high, the network may move to local optimum quickly,

but it may also jump over the global optimal point

which causes divergence or an oscillational effect.

(3) Momentum: This parameter (theoretically a

fraction between 0.0 and 1.0) can accelerate or decel-

erate the learning process. The learning pace will be

increased when all weight changes are going to the

same direction to speed up the convergence, otherwise

slower to find ways to escape from the stagnation. Too

high momentum causes the learning process to slow

down.

(4) Stopping criteria: This parameter specifies

threshold parameter to stop the training process which

is a level of residual error. The mean square error

Figure 3: Comparison of FPR and FNR of all datasets and algo-

rithms.

(MSE) is measured in every iteration of training to

quantify the difference between the target and the cal-

culated output. The training process is halted once the

MSE is less than or equal to the set value. This stop-

ping criterion is to stop the training in case the solution

is divergent or oscillated.

2.5. Evaluation
In this research, the K-fold cross-validation [21]

is selected to evaluate the model. In K-fold cross-

validation, the original samples are randomly parti-

tioned into K subsamples. A single subsample is held

for validating. Then the cross-validation procedure re-

peats K times (the number of folds), with each of the

K subsamples used exactly once as the validation data.

Then the K results from the folds are averaged as a sin-

gle outcome. The benefit of this method is that all data

are used for both training and validation, and each ob-

servation is used for validation exactly once. In gen-

eral, 10-folds cross validation is commonly used.

2.6. Performance measurements
In the current study, accuracy, area under the Re-

ceiver Operating Characteristic curve (AUC), false-

positive rate (FPR), and false-negative rate (FNR)

were utilized as model evaluation metrics [3]. These

measurements are defined below in equation (1) to (3).

Accuracy =
T P + T N

T P + T N + FP + FN
(1)
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Table 3. Comparative experimental results.

Method Dataset Accuracy AUC FPR FNR

NB

Dem 0.74 0.79 0.21 0.37

Med 0.79 0.83 0.17 0.28

Int 0.80 0.86 0.19 0.22

DT

Dem 0.73 0.72 0.14 0.52

Med 0.80 0.80 0.11 0.36

Int 0.82 0.80 0.11 0.33

ANN

Dem (i = 6, h = 2, o = 2, l = 0.3,m = 0.1) 0.77 0.80 0.16 0.37

Med (i = 29, h = 2, o = 2, l = 0.1,m = 0.2) 0.85 0.88 0.08 0.31

Int (i = 35, h = 37, o = 2, l = 0.3,m = 0.2) 0.84 0.90 0.12 0.25

FPR =
FP

FP + T N
(2)

FNR =
FN

T P + FN
(3)

where T P is the number of true-positives (correctly

classified stroke patients), TN is the number of true-

negatives (correctly classified non-stroke patients),

FP is the number of false-positives (misclassified

non-stroke patients), and FN is the number of false-

negatives (misclassified stroke patients). Additionally,

the area under the ROC curve (AUC) is a measure-

ment of how well parameters can distinguish between

two diagnostic groups. The AUC quantifies the accu-

racy regarding overall ability of the test to discriminate

those patients.

2.7. Setup of the experiments

The setting up of the experimental parameters ac-

cording to the information of dataset and algorithms

discussed in previous subsections are shown in Figure

1.

2.8. Model deployment

A sample application is developed and deployed

based on the selected model to approach the practi-

cality. The result is demonstrated in the next section.

3. Result

3.1. Model performance

Experimental results are shown in Table 3. As

introduced, the results are compared between three

classification algorithms (the Naı̈ve Bayes (NB), the

C4.5 decision tree (DT), and Artificial Neural Net-

work (ANN)) and three datasets (demographic data

(Dem), medical screening data (Med), and integrated

data (Int)). The measurements are accuracy, AUC,

FPR, and FNR. Additionally, since the ANN consists

of some adjustable parameters, the optimum param-

eters set, which are the number of input nodes (i),

Figure 4: A sample data input for stroke prediction application.

the number of hidden nodes (h), the number of out-

put nodes (o), learning rate (l), and momentum (m),

are also reported.

The primary model selection criteria have been set

to the measurement of accuracy and AUC because

this study emphasizes on the measurement of correctly

predicted results. The results in Table 3 are illustrated

in a bubble chart shown in Figure 2 which aims to vi-

sualize both indicators in a single diagram. Since the

ideal model have to satisfy for the high value of both

accuracy and AUC, the expected bubble should be

near to the top-right corner of the chart while the size

of each bubble varies directly with the value of accu-

racy and AUC. It is shown that there are two best mod-

els which can be candidates. The result of the ANN

with the integrated data (0.84 accuracies and 0.90

AUC) is very close to the ANN with medical screen-

ing data (0.85 accuracies and 0.88 AUC). Although the

medical screening dataset provides a slightly higher

discrimination power than the integrated data, it is less

accurate, based on the whole test set. However, they

are much closed. Thus, the secondary criteria are con-

sidered.

In the same visualizing fashion, both values are also

comparatively illustrated as a bubble chart in Figure

3. The secondary criteria focus on the two types of

wrong prediction, the FPR, and the FNR. Ideally, the
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FPR can be high for the prevention advantage. On

the other hands, the ideal FNR have to be minimized

due to the false-diagnostic prevention which should be

pessimistic, specifically in the medical domain. Thus,

the expected bubble of this comparison should be near

to the bottom-right corner of the chart while the size

of each bubble varies directly with the FPR but varies

inversely with the FNR.

As shown in Figure 3, although the primary mea-

surement of ANN applied with integrated data is close

to the medical data, the secondary criteria of these ri-

vals indicate that the ANN with integrated data is su-

perior to another one because of its significant less

false negative rate (0.31 and 0.25). This result af-

firms that the ANN with integrated data set should be

awarded as the best stroke prediction model for de-

mographic and medical screening input data due to its

capabilities for complication, Therefore, to illustrate

the deployment phase, the best ANN model is selected

and exemplified with a sample case in the next section.

3.2. Model deployment

Approaching to the practicality, we combine the

best features to create a tool and illustrate some in-

put which is simulated as a new patient information

shown in Figure 4. For example, the tool can pre-

dict that a male patient with age equal seventy years

old, living in a suburb, cohabit marital status, hyper-

tension, diabetes, hyperlipidemia, vertigo, and family

members appear to have cancer and diabetes, would

be predicted as stroke. However, the proposed tool is

intended to be applied in ANN model needed for input

of all factors. To facilitate end-users, a number of in-

put factors might be reduced if some feature selection

methods are applied before model building phase.

4. Conclusions

This research proposed the stroke risk prediction

model using three datasets: demographic data, med-

ical screening data and their integration applied by

three classification algorithms which are Naı̈ve Bayes,

Decision Tree, and Artificial Neural Network (ANN).

This research was approved by IRB and data owner

to gather and collect outpatients’ information from

the physical therapy center in Thailand between 2012

and 2015. The demographic data was queried from

existing relational database with some filtering cri-

teria while the medical screening data was collected

from the paper-based document using a data collect-

ing application. Several versions of medical screen-

ing form were integrated into a single data format.

The benefit of employing the medical screening data

in this research is its user-friendly checklist data form

to the patient. After gathering, the imbalance between

stroke and non-stroke patients have been found and

was solved by the under-sampling method. Then, the

data were used in model building by three algorithms

and evaluated by the ten-fold cross-validation method.

The accuracy and AUC are the primary criteria for

model selection while the FP rate and FN rate are the

validating criteria in medical field research. The best

model from the experiment is the ANN with integrated

data by accuracy 0.84, FP rate 0.12, FN rate 0.25 and

AUC 0.90. Finally, the deployment is proposed by ap-

plied the best model to the simple data input applica-

tion.

However, since this research developed a stroke risk

prediction model based on the data collected from the

physical therapy center during 2012 – 2015 which lo-

cates near to the capital city, the bias in the data source

may be hidden due to the behavior of patients. Addi-

tionally, since to medical screening data has been di-

rectly input by the patients, the linguistic bias may be

attached to the research because some patients may

not clearly understand the definition of the medical

terms stated in the medical screening form.

To extend and enhance the research to be more re-

alistic and practical, the researcher offers the future

works. The first one is to expand the data source to dis-

cover a model that representable for the whole popu-

lation of the country. Another possible future research

is that of deeper data exploration and analysis for the

benefit of the best resampling method selection. Fi-

nally, the feature selection or extraction process may

be applied to enhance the model performance.
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