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Abstract 

 

In wireless local area network (WLAN), the back-off algorithm is used to reduce the collided packets in carrier 
sense multiple accesses with collision avoidance protocol (CSMA/CA).  Normally, the collided packets occur when 
two or more packets are sent in the same timeslot.  This research proposes a new back-off algorithm in 
retransmission process for improving the saturated throughput of IEEE802.11 WLAN.  A proposed scheme is called 
half binary exponential increment double decrement (HBEIDD) back-off algorithm. The throughput performance of 
a proposed algorithm is compared with four existing back-off techniques namely: double increment double 
decrement (DIDD), exponential increment exponential decrement (EIED), binary exponential increment half 
decrement (BEIHD), and random increment binary exponential decrement (RIBED) back-off algorithms.  The 
accuracy of all back-off algorithms is compared in a discrete time Markov chain model in fixed back-off states and 
contention window (CW) sizes.  Numerical results show that the saturation throughput of HBEIDD back-off 
algorithm is more stable than the existing back-off techniques under high traffic load condition. 
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1. Introduction 
Presently, a main practical problem of random 

multiple accesses in wireless channels is the collision of 
transmitted packets because the collision can degrade 
the throughput and fairness efficiency of WLAN.  Back-
off algorithm is a common technique for reducing the 
collision probability. One of the simplest ways to reduce 
the collision problem is the usage of a sampling 
random-time to delay the next retransmission packet.   
Significantly, a key concept of designing back-off 
algorithms is how to select an optimum contention 
window size for the maximum throughput, fairness 
index and smallest packet delay. In retransmission 
process, the next contention window size will be 
selected to be higher than the current size after a failed 
transmitted packet. A bottleneck problem is when the 
contention window is selected at a larger size, then the 
packet delay will also be higher.  Many researches in 
this field aim to solve this problem. Several researches 
to address this issue have been reported in the literature.   

Since 2000, Bianchi [1] introduced a discrete time 
Markov chain model in saturation channel to analyze 
the performance of IEEE 802.11 distributed 
coordination function WLAN as well-known Bianchi’s 
model.  The advantage of Bianchi’s model is low 

complexity, but its advantage is more accuracy at high 
traffic load condition.  In fact, the back-off scheme 
which is presented in [1] and [2] is the binary 
exponential (BEB) back-off algorithm. The performance 
of BEB back-off algorithm is analyzed and presented 

that the optimum contention window size is Cn 2T , 

where  n  is the number of contending nodes, and CT  is 

the duration of a collision.  Next, Chatzimisios and et al.  
[4, 5] introduced the double increment double 
decrement back-off algorithm (DIDD).  The contention 
window size of the DIDD back-off algorithm is a 
double increment after a collided packet, and the CW is 
a double decrement after a successful packet 
transmission.  Performance of DIDD back-off scheme 
can be enhanced in terms of throughput efficiency 
without estimating the number of contending nodes.  
Also, Nah-Oak Song and et al. [6] have proposed an 
exponential increment exponential decrease (EIED) 
back-off algorithm.  The main characteristic of EIED 
back-off algorithm is that the contention window size is 
the exponential increment after a collided packet and the 
exponential decrement after a successful transmission. 
The throughput efficiency of EIED back-off method is 
presented that it is higher than the BEB back-off 
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scheme.  In addition, the authors  [7]-[12] have 
presented the binary exponential increment half 
decrease back-off (BEIHD), random increment binary 
exponential decrease back-off (RIBED), and log back-
off (LB) algorithms.  

The aim of this research is to extend from the 
previous works, and develops the contention window 
size adjustment scheme to enhance the saturated 
throughput. A proposed technique will employ in the 
half binary exponential increment after a failure 
transmission and double decrement after a success 
transmission.  The accuracy of the proposed scheme is 
compared in a discrete time Markov chain model.  We 
consider the case of fixed back-off states and contention 
window sizes.  The back-off states are varied from 0 to 
7 states, and the contention window sizes are varied 
from 0 to 1023 timeslots.    

In this research, the wireless channel is ideal and 
memory less condition. Many parameters are not 
investigated, such as hidden stations, captured effect, 
noises, and attenuation.  All data packets are the same 
size, and medium access control uses the carrier sense 
multiple accesses with collision avoidance protocol. A 
current collision is independent in the past, and all 
contending nodes in a same service area are 
synchronized and saturated condition. 
 
2. Existing Back-Off Algorithms 

Four existing back-off algorithms have analyzed in 
this paper.  Firstly, the double increment double 
decrement (DIDD) back-off algorithm can be modeled 
in a discrete time Markov chain as shown in Figure 1. 
Significantly, the contention window size of DIDD 
back-off technique is double increment after a failed 
transmission and a double decrement into the previous 
back-off state after a successful transmission.  Using 
discrete Markov process, the probability of next state 
depends on the probability of current state. 

In this investigation, parameter  D  means the frozen 
back-off countdown probability when the channel is 
sensed busy, and parameter C  means the collision 
probability.  Also, parameter  j  means the number of 

retransmissions or back-off states, and parameter cw  
means the contention window size (time-slot) in back-

off process.  Parameter j
cwA  is the probability of a 

contending node at back-off state j  and contention 

window size cw .  After a contending node has failed the 
first transmission, next retransmission process changes 
into back-off countdown process.  Before the 
retransmitted packets are sent through wireless LAN 
channel, the size of contention windows is randomly 
selected and reduced slot-by-slot from cw  to zero.  In 
Figure 1, an initial back-off state is set to be the 

minimum contention window size ( j 0
cw 7A 

 ). We use the 

global balance equation in the queuing theorem to 

derive all state probabilities.  The probability of j 0
cw 7A 

  

is given by [1] 
 

      j 0 j 0 j 1 j 0
cw 0 cw 7 cw 0 cw 7(1-C)A +DA +(1-C)A (1-D)A   

     

      j 0 j 1 j 0
cw 0 cw 0 cw 7(1-C)A +(1-C)A (1-2D)A  

    

      j 0 j 0 j 1
cw 7 cw 0 cw 0

(1-C) (1-C)
A = A + A

(1-2D) (1-2D)
  
              (1) 

 

 
Figure 1 DIDD back-off algorithm 

 
If wireless channel is still idle, the contention window 
sizes are reduced by one time-slot. Then the state 

probability moves to j 0
cw 6A 

  and it is derived by 
 

     j 0 j 0 j 0
cw 7 cw 6 cw 6(1-D)A +DA (1-D)A  

    

      j 0 j 0
cw 7 cw 6(1-D)A (1-2D)A 

   

      j 0 j 0
cw 6 cw 7

(1-D)
A A

(1-2D)
 
               (2) 

 
Substituting (1) into (2), we get  
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      j 0 j 0 j 1
cw 6 cw 0 cw 02 2

(1-D)(1-C) (1-D)(1-C)
A A A

(1-2D) (1-2D)
  
         (3) 

 
If the channel is still idle for more than DIFS time, the 
contention window size continues to reduce slot-by-slot 
until to zero ( cw =0 ). In a similar way (1) to (3), the 

probability of state j 0
cw 0A 

  can be derived as 

 
7 7

j 0 j 0 j 1
cw 0 cw 0 cw 0

(1-D) (1-D)
A =(1-C) A +(1-C) A

(1-2D) (1-2D)
  
  

   
   
   

  (4) 

 
To simplify the notation, we denote H = (1-D)/(1-2D) . 

The maximum number of retransmission or back-off 
state is fixed at 8 states.  Be applying a queuing 

theorem, the state probabilities of j 1
cw 0A 

 , j 2
cw 0A 

 , j 3
cw 0A 

 ,
j 4
cw 0A 

 , j 5
cw 0A 

 , j 6
cw 0A 

 ,  and j 7
cw 0A 

  can be derived by 

 
j 1 15 j 0 15 j 2
cw 0 cw 0 cw 0A =CH A +(1-C)H A  

                  (5) 

 
j 2 31 j 1 31 j 3
cw 0 cw 0 cw 0A =CH A +(1-C)H A  

                  (6) 

 
j 3 63 j 2 63 j 4
cw 0 cw 0 cw 0A =CH A +(1-C)H A  

                 (7) 

 
j 4 127 j 3 127 j 5
cw 0 cw 0 cw 0A =CH A +(1-C)H A  

               (8) 

 
j 5 255 j 4 255 j 6
cw 0 cw 0 cw 0A =CH A +(1-C)H A  

               (9) 

 
j 6 511 j 5 511 j 7
cw 0 cw 0 cw 0A = CH A + (1-C)H A  

             (10) 

 
j 7 1023 j 6 1023 j 7
cw 0 cw 0 cw 0A =CH A +CH A  

                 (11) 

 
Secondly, Figure 2 shows the exponential increment 
exponential decrement (EIED) back-off algorithm 
which is modeled in a discrete time Markov chain.  The 
EIED back-off algorithm is different from the DIDD 
back-off algorithm, if a retransmitted packet is 
unsuccessful then a new contention window size is 
selected an exponential increment. On the contrary, the 
packet is successful transmission; a new contention 
window size will be an exponential decrement. 

Similarly in (1) to (4), the state probabilities of j 0
cw 0A 

 , 
j 1
cw 0A 

 , j 2
cw 0A 

 , j 3
cw 0A 

 , j 4
cw 0A 

 , j 5
cw 0A 

 , j 6
cw 0A 

 , j 7
cw 0A 

  

can be derived as 
 

7
j 0 Z j 0
cw 0 cw 0

Z 1

7
Z j 1

cw 0
Z 1

[(1-C/15)/7]
A = H A +

[(1-C/15)/7 C/15]

[(1-C/31)/7]
H A

[(1-C/15)/7 C/15]

 
 















         (12) 

 
15

j 1 Z j 0
cw 0 cw 0

Z 1

15
Z j 2

cw 0
Z 1

C
A = H A +

15[(1-C/31)/7+C/31]

[(1-C/63)/15]
H A

[(1-C/31)/7+C/31]

 
 











         (13) 

 
31

j 2 Z j 1
cw 0 cw 0

Z 1

31
Z j 3

cw 0
Z 1

C
A = H A +

31[(1-C/63)/15+C/63]

[(1-C/127)/31]
H A

[(1-C/63)/7+C/63]

 
 











         (14) 

 
Figure 2 EIED back-off algorithm 
 

63
j 3 Z j 2
cw 0 cw 0

Z 1

63
Z j 4

cw 0
Z 1

C
A = H A +

63[(1-C/127)/31+C/127]

[(1-C/255)/63]
H A

[(1-C/127)/31+C/127]

 
 











         (15) 
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127

j 4 Z j 3
cw 0 cw 0

Z 1

127
Z j 5

cw 0
Z 1

C
A = H A +

127[(1-C/255)/63+C/255]

[(1-C/511)/127]
H A

[(1-C/255)/63+C/255]

 
 











         (16) 

 
255

j 5 Z j 4
cw 0 cw 0

Z 1

255
Z j 6

cw 0
Z 1

C
A = H A +

255[(1-C/511)/127+C/511]

[(1-C/1023)/255]
H A

[(1-C/511)/127+C/511]

 
 











         (17) 

 
511

j 6 Z j 5
cw 0 cw 0

Z 1

511
Z j 7

cw 0
Z 1

C
A = H A +

511[(1-C/1023)/255+C/1023]

[(1-C/1023)/511]
H A

[(1-C/1023)/255+C/1023]

 
 











      (18) 

 
1023

j 7 Z j 6
cw 0 cw 0

Z 1

255
Z j 7

cw 0
Z 1

C
A = H A +

1023[(1-C/1023)/511+C/1023]

[(1-C/1023)/511]
H A

1023[(1-C/1023)/511+C/1023]

 
 











     (19) 

 
Thirdly, Figure 3 shows a discrete Markov chain model 
of the binary exponential increment half decrement 
(BEIHD) back-off algorithm.  The method of BEIHD 
back-off algorithm is the binary exponential increment 
after a successful transmission.  On the contrary, if the 
transmitted packet is successful, a new contention 
window size will be a half decrement.  For simplicity, 
we denote  

 
0
0R =[(1- (C/15))/7] , 1

0R =[1- (C/31)]         (20) 
 

2
0R =[1-(C/63)] , 3

0R =[1- (C/127)]             (21) 
 

4
0R =[1- (C/255)] , 5

0R =[1- (C/511)]          (22) 
 

6
0R =[1- (C/1023)]           (23) 

 
The state probabilities of BEIHD back-off algorithm are 
similarly derived to the previous back-off algorithms, 
and which are given by 
 
 

 
Figure 3 BEIHD back-off algorithm 
 

7
j 0 Z j 0
cw 0 cw 00

0 Z 1

7 j 1
cw 00

0

(1-C/15)
A = H A +

7[R +C/15]

(1-C/31)
H A

(R +C/15)

 
 







          (24) 

 
7

j 1 Z j 0
cw 0 cw 01

0 Z 1

8
7 Z j 0

cw 01
0 Z 1

7 j 2
cw 01

0

C
A = H A +

15(R +C/31)

C
H H A +

15[R +C/31]

1-(C/63)
H A

(R +C/31)

 
 













           (25) 

 
15

j 2 Z j 1
cw 0 cw 02

0 Z 1

16
15 Z j 1

cw 02
0 Z 1

15 j 3
cw 02

0

C
A = H A +

31(R +C/63)

C
H H A +

31[R +C/63]

1-(C/127)
H A

(R +C/63)

 
 













          (26) 
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31
j 3 Z j 2
cw 0 cw 03

0 Z 1

Z32
31 j 2

cw 03
0 Z 1

31 j 4
cw 03

0

C
A = H A +

63(R +C/127)

C (1-D)
H A +

(1-2D)63[R +C/127]

1-(C/255)
H A

(R +C/127)

 
 











 
 
 



          (27) 

 
63

j 4 Z j 3
cw 0 cw 04

0 Z 1

64
63 Z j 3

cw 04
0 Z 1

63 j 5
cw 04

0

C
A = H A +

127(R +C/255)

C
H H A +

127[R +C/255]

1-(C/511)
H A

(R +C/255)

 
 













          (28) 

 
127

j 5 Z j 4
cw 0 cw 05

0 Z 1

128
127 Z j 4

cw 05
0 Z 1

127 j 6
cw 05

0

C
A = H A +

255(R +C/511)

C
H H A +

255[R +C/511]

1-(C/1023)
H A

(R +C/511)

 
 













          (29) 

 
255

j 6 Z j 5
cw 0 cw 06

0 Z 1

256
255 Z j 5

cw 06
0 Z 1

255 j 7
cw 06

0

C
A = H A +

511(R +C/1023)

C
H H A +

511[R +C/1023]

1-(C/511)
H A

(R +C/1023)

 
 













          (30) 

511
j 7 Z j 6
cw 0 cw 06

0 Z 1

512
511 Z j 6

cw 06
0 Z 1

511 j 7
cw 05

0

C
A = H A +

1023(R +C/511)

C
H H A +

1023[R +C/511]

C
H A

511(R +C/511)

 
 













          (31) 

 
Finally, the RIBED back-off algorithm is modeled in a 
discrete Markov chain as shown in Figure 4. The 
difference among the DIDD, EIED, and BEIHD back-
off techniques is that the transmission is unsuccessful 
and a new contention window size is randomly 
increased.  On the contrary, if the transmission is 
successful, the new contention window size is reset to 
an initial back-off state. Similarly, the state probabilities 
of RIBED back-off algorithm can be derived as 
 

15
j 0 Z 15 j 1
cw 0 cw 0

Z 1

A =[[(1-(C/15)) H ]/[(C/8)H ]]A 
 


         (32) 

15
j 1 15 Z j 0
cw 0 cw 0

Z 1

A =[[(C/8)H ]/[(1-(C/15)) H ]]A 
 


         (33) 

31
j 2 31 Z j 0
cw 0 cw 0

Z 1

A =[[(C/8)H ]/[(1-(C/31)) H ]]A 
 


         (34) 

63
j 3 63 Z j 0
cw 0 cw 0

Z 1

A =[[(C/8)H ]/[(1-(C/63)) H ]]A 
 


         (35) 

127
j 4 127 Z j 0
cw 0 cw 0

Z 1

A =[[(C/8)H ]/[(1-(C/127)) H ]]A 
 


     (36) 

 
 

 
 

Figure 4 RIBED back-off algorithm 
 

127
j 5 255 Z j 0
cw 0 cw 0

Z 1

A =[[(C/8)H ]/[(1-(C/255)) H ]]A 
 


     (37) 

511
j 6 511 Z j 0
cw 0 cw 0

Z 1

A =[[(C/8)H ]/[(1-(C/511)) H ]]A 
 


      (38) 

1023
j 7 1023 Z j 0
cw 0 cw 0

Z 1

A =[[(C/8)H ]/[(1-(C/1023)) H ]]A 
 


  (39) 

 
3. Proposed Back-Off Algorithms 
    A proposed back-off algorithm is developed from the 
previous works [1] explained in section 2. The proposed 
algorithm is improved by selecting a suitable contention 
window size between the half binary exponential 
increment after a failure transmission and the double 
decrement after a success packet. The proposed 
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algorithm is called half binary exponential increment 
double decrement (HBEIDD) back-off algorithm, and 
discrete time Markov chain model of the HBEIDD 
back-off is showed in Figure 5.  Let us denote 
 

0
0V =[(1- (C/7))/7] , 1

0V =[1- (C/15)]         (40) 
2
0V =[1- (C/31)] , 3

0V =[1- (C/63)]          (41) 
4
0V =[1- (C/127)] , 5

0V =[1- (C/255)]         (42) 
6
0V =[1- (C/511)] , 7

0V =[1- (C/1023)]        (43) 
8
0V =(C/1023)            (44) 

 

 
Figure 5 HBEIDD back-off algorithm 

 
Similarly, we can show that the state probabilities of

j 0
cw 0A 

 , j 1
cw 0A 

 , j 2
cw 0A 

 , j 3
cw 0A 

 , j 4
cw 0A 

 , j 5
cw 0A 

 , j 6
cw 0A 

  and
j 7
cw 0A 

  are given by 

 
0 7

j 0 Z j 00
cw 0 cw 00

Z 10

1
7 j 10

cw 00
0

V
A = H A +

(V + C/7)

V
H A

[V + C/7]

 
 







          (45) 

 

7
j 1 Z j 0
cw 0 cw 01

Z 10

2
15 j 20

cw 01
0

C
A = H A +

7(V + C/15)

V
H A

[V + C/15]

 
 







          (46) 

 
15

j 2 Z j 1
cw 0 cw 02

Z 10

3
31 j 30

cw 02
0

C
A = H A +

15(V +C/31)

V
H A

[V +C/31]

 
 







         (47) 

 
31

j 3 Z j 2
cw 0 cw 03

Z 10

4
63 j 40

cw 03
0

C
A = H A +

31(V +C/63)

V
H A

[V +C/63]

 
 







         (48) 

 
63

j 4 Z j 3
cw 0 cw 04

Z 10

5
127 j 50

cw 04
0

C
A = H A +

63(V +C/127)

V
H A

[V +C/127]

 
 







         (49) 

 
127

j 5 Z j 4
cw 0 cw 05

Z 10

6
255 j 60

cw 05
0

C
A = H A +

127(V + C/255)

V
H A

[V + C/255]

 
 







         (50) 

 
255

j 6 Z j 5
cw 0 cw 06

Z 10

7
511 j 70

cw 06
0

C
A = H A +

255(V +C/511)

V
H A

[V +C/511]

 
 







         (51) 

 
511

j 7 Z j 6
cw 0 cw 07 8

Z 10 0

8
1023 j 70

cw 07 8
0 0

C
A = H A +

511(V +V )

V
H A

[V +V ]

= =
= =

=

=
=

å
         (52) 

 
4. Saturated Throughput Calculation 

The transmission probability of competing node  

( sat.Λ ) is the summation of state j 0
cw 0A 

 to j 7
cw 0A 

 , and the 

transmission probability is an important parameter to 
calculate the theoretical throughput. The transmission 
probability of contending nodes can be calculated from 
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sat. 7 0 1 2
j cw 0 cw 0 cw 0
cw 0

3 4 5j 1
cw 0 cw 0 cw 0

6 7
cw 0 cw 0

1 1
Λ

A A AA
A A A

A A

  



  

 

 
   
 

   
   


      (53) 

 
All contending nodes are operated in the infrastructure 
mode, and channel access control uses the CSMA/CA 
protocol with RTS CTS mode. The procedure of packet 
transmission is shown in Figure 6. In this research, we 
concern only the saturated throughput to compare the 
performance of all back-off algorithms. Similarly to [1], 
the maximum theoretical saturation throughput is given 
by 
 

suc. trans.

trans. slot trans. suc. success

trans. collis. collision

Θ Θ ×(MSDU×8)
Sat. Throughput=

(1-Θ )T +Θ Θ T +

Θ Θ T

 
 
 

 (54) 

 
n

trans. sat.Θ 1 (1 Λ )              (55) 

 
n 1 n

suc. sat. sat. sat.Θ nΛ (1 Λ ) / [1 (1 Λ ) ]           (56) 

 

collis. suc.Θ 1 Θ             (57) 

 





 
 

Figure 6 Transmission periods of CSMA/CA in 
                  RTS CTS mode 
In Figure 6, transmission periods of success and 
collision packets are calculated from 
 

successT = DIFS+RTS+CTS+3SIFS+4delay+

Data+ACK
           (58) 

 

collisionT = RTS+DIFS+delay           (59) 

 
Data [MSDU×8 bits] / [Speed (Mbps)]                (60) 

 
Parameter  trans.Θ  means the transmission probability,

suc.Θ  means the success probability, and collis.Θ means 

the collision probability. successT is the time period of 

successful transmission, and collisionT  is the collision 

period.   In addition, parameter n  means the number of 
contending nodes in service area.  Time periods of 
CSMA/CA protocol with RTS CTS mode based on 
IEEE802.11a at 54-Mbps use to calculate all 
throughputs of back-off algorithms.  Physical layer 
parameters of IEEE802.11a are listed:  a time-slot  
( slotT = 9 sμ ), short inter frame space ( SIFS = 16 sμ ), DCF 

inter frame space ( DIFS = 34 sμ ), medium service data 

unit (MSDU = 1024 bytes), request to send frame (
RTS = 24 sμ ), clear to send frame  

( CTS = 24 sμ ), delay ( 9 sμ ), control frame speed  

(1 Mbps ), data speed ( 54 Mbps ),and acknowledgment  

frame ( ACK = 304 sμ ). The saturated throughput of all 

back-off algorithms are calculated by using the 
proposed Algorithm 1  
 
Algorithm 1: saturated throughput calculation 

Begin 
Step: 1 to set parameters D : 0.05 , n : 1,2,3, 40   
Step: 2 to calculate the transmission probability 

of DIDD back-off algorithm used 
equations (53), (4)-(11). 

Step: 3 to calculate the transmission probability 
of EIED back-off algorithm used 
equations (53), (12) to (19). 

Step: 4 to calculate the transmission probability 
of BEIHD back-off algorithm used 
equations (53), (24) to (31). 

Step: 5 to calculate the transmission probability 
of BEIHD back-off algorithm used 
equations (53), (32) to (39). 

Step: 6 to calculate the transmission probability 
of HBEIDD back-off algorithm used 
equations (53), (45) to (52). 

Step: 7 to calculate the periods: successT , collisionT , 

and Data  used equations (58), (59) to 
(60). 

Step: 8 to calculate saturated throughput used 
equations (54) to (57) 

       End 
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Figure 7 Saturated throughput of considered back-off 
algorithms 
 
5. Numerical Results and Discussion  

For this research, numerical results are analyzed 
from different techniques of contention window size 
adjustment. The performance of all back-off algorithms 
focuses on the saturation throughput efficiency as 
shown in Figure 7. All back-off techniques are 
calculated in the same length of contention window size 
and back-off states.  In this case, the correlation 
between saturation throughputs and number of 
contending nodes are compared. The results highlight 
that the saturated throughput of BEIHD back-off 
algorithm is higher than the other back-off algorithms 
on a few  contending nodes.  The results show that when 
the contending stations are more than 4 nodes, the 
saturated throughput of HBEIDD back-off algorithm is 
better than the performance of all considered back-off 
algorithms.  Until the contending nodes have more than 
30 stations, the maximum saturation throughput seems 
to be the both   HBEIDD and EIED back-off algorithms.  
On average, the numerical result of the HBEIDD back-
off algorithm is a suitable contention window size 
adjustment scheme at high traffic load condition. 
 
6. Conclusions 

The purpose of this research determines a new 
contention window size adjustment scheme for 
improving the saturated throughput of wireless local area 
network. A proposed technique is the half binary 
exponential increment double decrease (HBEIDD) back-
off algorithm. The performance of HBEIDD back-off 
algorithm and the considered back-off algorithms are 
compared by applying the discrete time Markov chain 
model in fixed back-off state and contention window size.  
Our numerical results show that the saturation throughput 
of HBEIDD back-off algorithm outperforms the existing 
back-off algorithms (DIDD, EIED, BEIHD and RIBED) 
at high traffic load condition.  Further research needs to 
investigate the relation between throughput and packet 
delay of all back-off schemes in non-saturated channel 
based on IEEE 802.11n/ac. 
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