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Abstract 

For this paper artificial neural networks technique is applied to identify broken rotor bar fault of single phase 
induction motor. Since artificial neural networks can be able to deal with non-linear problem, it is capable for apply 
to many applications in particular for recognizing patterns positively. Furthermore, fast Fourier transform (FFT) is 
employed for converting original stator current waveform, which is time domain, to stator current signal, which is 
frequency domain, that is labeled as motor current signature analysis for collecting essential data in order for 
sending into artificial neural networks later.  Although performance of artificial neural network is related as many 
factors, three different multilayer neural network with several training algorithms are researched in this paper. Also 
three training algorithms are focused to study for exempla gradient descent algorithm, Levenberg-Marquardt 
algorithm and resilient back propagation algorithm. Consequently, the Levenberg Marquardt algorithm can perform 
very well for every different multilayer of neural networks in term the network mean squares errors (MSE) which 
having 5.25E-07 percent that comparing with other results of training algorithms. 
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1. Introduction
The squirrel cage induction motor been widely used 

for many electric drive applications for example fans 
and pumps, since it has several advantages over other 
electrical machines. Also for industrial process, majority 
of induction motor is frequently used for long period of 
time, therefore the preventing maintenance is recommended 
for the operating the induction motor to avoiding the 
serious damage. The faults of induction motor can be 
categorized normally for example mechanical fault and 
electrical fault. According to the statistical surveys 
performed on induction motors revealed that 41 percent 
of failures are resulted from bearing faults, 37 percent of 
them are from stator faults, 10 percent of are from rotor 
faults, and 12 percent are from other faults such as 
unbalanced phase supply [20]. With advancements in 
digital electronics and reduced component costs in recent 
years, monitoring technology for use in condition-based 
maintenance programs have become more importance. 
Also the induction motor not need to be taken out of 
service as many tests are done online, and in many cases 
very little expertise is required for testing and data 
interpretation. This enables the user to make well-
informed decisions for planning maintenance and repairs, 
which ultimately leads to increased productivity. 

Recently artificial intelligence (AI) is recognized as 
novel assistance methodology for either researching or 
developing to several scientific areas. For fault detection 

in electrical motor, it has been also recommended by 
several researchers in particular artificial neural networks 
(ANN) [8-12, 21-25]. The artificial neural network is 
one of the artificial intelligence methods. Moreover, it is 
recognized as reasonable and powerful algorithms. Since 
the artificial neural networks can be trained by supervisor 
and can be able to deal with non-linear problem, it is 
capable positively to realize the relationship between the 
input and output data from experimental work. Therefore, 
it can be applied to many applications in particular for 
recognizing patterns. Moreover, it can be supervised for 
improving classifying performance. Thus the feed forward 
back-propagation neural network is selected in this 
research for aiming to recognize the harmonics of the 
broken rotor bar fault. 

For this paper artificial neural networks technique is 
applied to identify the broken rotor bar fault of single phase 
induction motors which are 1, 3, 5 and 7 broken rotor bars. 
Additionally, main parameters for example lower side 
band frequency (fLSB), upper side band frequency 
(fUSB), magnitude of lower side band frequency (LSB), 
magnitude of upper side band frequency (USB) and the 
distance frequency between lower side band are elected for 
input to neural networks and many training algorithms are 
studied. 
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Rated power (Hp) 1/4 

Rated voltage (V) 220 

Rated current (A) 2.4 

Number of poles 4 
Number of stator 32 
Number of rotor 44 

Speed (rpm) 1,450 
 

Figure 1 Stator fame and main parameters of prototype motor 
 

  
1BB 3BB 5BB 7BB 

Figure 2 Photograph of broken rotor bars 
 
2. Induction Motor, fault detection, and classification  
 A. Motor current signature analysis 

Motor current signature analysis (MCSA) is found a 
highly valuable predictive maintenance tool for metering 
fault diagnosing particularly in induction motor [1, 2, 5, 
7, 21, 22]. In case of the broken rotor bar condition, 
fundamental sidebands in the amplitude spectrum of the 
stator currents can be reviewed as: 

 
    (1) 

 
where   is  supply frequency 

          s is slip of the induction motor 
Recently fast Fourier transform (FFT) is widely used 

for many applications in engineering, science, and 
mathe-matics. Fundamentally FFT can convert a signal 
from its original domain (often time or space) to a 
representation in the frequency domain. For the motor 
current signature, the typical stator current waveform 
which has time domain is converted by FFT in order to 
displaying with the stator current frequency domain. Since 
a rotor of induction motor has broken rotor bar condition, 
their sideband frequencies are apparently established as 
(1 2 ) ss f , which can be labeled as lower-sideband (LSB) 

and (1 2 ) ss f , which can be called as upper-sideband 

(USB). Therefore, their sideband frequencies are key 
parameters for using to recognize into several techniques 
of the broken rotor bar monitoring. 

 
B. Induction motor with rotor broken bars condition 
A single phase squirrel cage induction motor is 

selected as prototype motor for studying in this research 
that shows Stator fame and main specific parameters of 
prototype motor in figure 1. Also figure 2 shows these 
experimental rotors which are 1, 3, 5 and 7 broken rotor 
bars condition. 

C. Methodology for fault detection and classification 
For collecting induction motor data, a scheme is 

presented in Fig. 3 that consists of such as a prototype 
induction motor (1), an analog-to-digital converter (2), a 
computer (3) and an oscilloscope (4). Since the original 
stator current waveform is difficult to detect the fault of 
the broken rotor bar conditions, the frequency analysis 
is recommended to identify problematic frequency 
bands. According to using FFT, for example, figure 4 
shows the stator current spectrum of healthy rotor bar 
(0BB line) comparing with the stator current spectrum 
of unhealthy rotor bar (from 1BB, 3BB, 5BB and 7BB 
lines). Since the rotor has broken rotor bar condition, 
their sideband frequencies that are apparently established 
at , which can be named as lower-sideband 

(LSB), and at  ,which can be named as upper-

sideband (USB), are occurred in the stator current 
spectrum. 

(1 2 )sb ef ks f 

ef

(1 2 ) es f
(1 2 ) es f
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Furthermore, for fault detection and classification, 
the feature extraction process exposes fault frequencies 

in signal data through a series of signal processing  
 

 

Figure 3 Block diagram for determining current spectrum 

       
Figure 4 Stator current spectrum waveform of the induction motors 

 

MCSA ANNIM BBFFT LSB,USB,fLSB,fUSB,Dist.fSB
 

 

Figure 5 Process of this fault detection and classification 
 
techniques (FFT). Also the approach is based on signal 
analysis in the frequency domain. For this work, the 
induction motors, which have broken rotor bar and 
healthy rotor bar are studied. Main parameter for 
example lower side band frequency (fLSB), upper side 
band frequency (fUSB), magnitude of lower side band 
frequency (LSB), magnitude of upper side band 
frequency (USB) and the distance frequency between 
lower side band and lower side band frequency 
(Dist.fSB), are collected in order to classifying rotor 
fault by using artificial neural network later. Overall a 
flow diagram of this fault detection and classification is 
shown in Fig. 5. 
 
3. Artificial neural network fault classifier 

A. Architecture 
Artificial neural network is learning systems inspira-

tion from massively dense connected of neurons system 

in the brain. Typically, the neural network may consist 
of input layer, hidden layers and an output layer for 
example as shown in Fig. 6. Also each neuron can link 
to each other in order to add some weights that transfer 
the information from one neuron to another. Normally 
designer can use numerical technique to function desired 
weight for expressing the strength of each neuron input. 
For benefiting full artificial neural network, teaching 
process can repeat for adjusting the preferred weight. In 
order to construct a neural network, numbers of neurons 
that to be used must decide first, how many neurons are 
connected in a network which means network architecture 
need to determine. In this paper a feed-forward neural 
network is studied with the purpose of classifying broken 
rotor bar fault of induction motor. Also a supervised 
network of back-propagation is decided to apply, since it 
is extensively recognized for pattern classification 
nowadays. 
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The Multilayer Perceptron is a type of supervised 
network. Multilayer Perceptron is learning process was 

  

 
 

Figure 6 the proposed structure of multilayer perceptron (MLP) 
 

Table 1 Data for training in ANN 

Position 0BB 1BB 3BB 5BB 7BB 

LSB -59.54 -35.97 -26.40 -23.31 -22.28 

USB -73.60 -36.88 -27.44 -23.24 -21.43 

fLSB 45.20 45.20 45.20 45.20 45.20 

fUSB 54.80 54.80 54.80 54.80 54.80 

Dist.fSB 9.60 9.60 9.60 9.60 9.60 
 
first developed by Werbos in 1974 [17]. In Fig. 6, the 
structure of Multilayer Perceptron consists of input 
layer, one or more hidden layer and an output layer. The 
input layer provides the input signals where transmit in 
a forward direction and then distribute these signals to 
each of neurons in the hidden layer. Finally, the output 
layer recognized the pattern output of the network. In 
each neuron associated with activation functions. 
Multilayer perceptron is normally used for sigmoidal 
activation function. Weight in hidden layer expressed 
the strength of each neuron input. The computation of 
incremental value of weight is depends on training 
algorithm. 

A feed forward back propagation is selected for this 
investigation, and a hidden layer used activation function 
of tan-sigmoid transfer function (‘tansig’) given in 
equation (2). Characteristically the tansig transfer function 
is a type of non-linear function where the output can be 
varied between 1 and -1. For the output layer, linear 
transfer function (‘purelin’), ( )f x x  is used properly 

for fault detection and classification purposes.   
 

2
( ) 1

1 exp( 2 )
f n

n
 

 
    (2) 

Table 1 shows the correcting data for the input 
parameters for the artificial neural network, and there 
are lower side band frequency (fLSB), upper side band 
frequency (fUSB), magnitude of lower side band fre-
quency (LSB), magnitude of upper side band frequency 
(USB) and the distance frequency between lower side 
band and lower side band. 

B. Training Algorithms [15] 
The multilayer perceptron network training can be 

viewed as a function approximation problem in which the 
network parameters (weights and biases) are adjusted 
during the training, in an effort to minimize (optimize) 
error function between the network output and the desired 
output. The issue of learning algorithm is very important 
for multilayer perceptron neural network. Although 
training algorithms have many methodologies, for paper 
only three training algorithms are studied for example 
gradient descent (GD) Algorithm, Levenberg-Marquardt 
(LM) algorithm and resilient back propagation (Rp) 
algorithm. 

Gradient Descent Algorithm (GD) 
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The standard training process of the MLP can be 
realized by minimizing the error function E defined by:  

 

 
2

, ,
1 1 1

MNp P
M
j p j p P

p j P

E y t E
  

        (3) 

 

where , ,
M
j p j py t is the squared difference between the 

actual output value at the jth output layer neuron for 
pattern p and the target output value. The scalar p is an 
index over input–output pairs. The general purpose of 
the training is to search an optimal set of connection 
weights in the manner that the errors of the network 
output can be minimized [16].  

In order to simplify the formulation of the equations, let 
w be the n-dimensional weight vector of all connection 
weights and biases. Accordingly, the weight update 
equation for any training algorithm has the iterative 
form. In each iteration, the synaptic weights are modified 
in the opposing direction to those of the gradient of the 
cost function. The on-line or off-line versions are 
applied that use the instantaneous gradient of the partial 
error function, EP, or on the contrary the gradient of the 
total error function E respectively.  

The procedure in the mode off-line sums up as follows  
 

   1 k kw k w k d       (4) 

 

where,       1 ,...,
T

nw k w k w k  is the weight vector 

in k iterations, n is the number of synaptic connections 
of the network, k is the index of iteration, k is the 

learning rate which adjusts the size of the step gradient, 
and kd  is a search direction which satisfies the descent 

condition.  

Levenberg-Marquardt Algorithm  

The Levenberg-Marquardt ( LM)  algorithm [ 18]  is 
the most widely used optimization algorithm.  With 
similar to the quasi-Newton methods, the LM algorithm 
was designed to approach second-order training speed 
without having to compute the Hessian matrix. The LM 
algorithm provides a solution for nonlinear least squares 
minimization problems. When the performance function 
has the form of a sum of squares, then the Hessian 
matrix can be approximated as:  

 
TJ JH     (5) 

 
where J is the Jacobian matrix that contains the first 
derivate of network errors and the gradient can be 
computed as:  
 

TJwg e     (6) 

 
where the Jacobian matrix contains the first derivatives 
of the network errors with respect to the weights and 
biases, and e is a vector of network errors.  

The Levenberg–Marquardt (LM) algorithm uses the 
approximation to the Hessian matrix in the following 
Newton like update:  

 
T T

1 J J+ Jk kw w I e         (7) 

 
where  I is the identity matrix 

  is a constant.  
  decreases after each successful step ( reduction in 

performance function) and increases only when a tentative 
step would increase the performance function.  In this 
way, the performance function will always be reduced 
at each iteration of the algorithm. 

Resilient back Propagation (Rp) Algorithm  

Mainly goal of the resilient back propagation (Rp) 
algorithm is to eliminate the harmful effects of the 
magnitudes of the partial derivatives. Therefore, only 
the sign of the derivative is used to determine the 
direction of the weight up-date. Indeed, the Rp modifies 
the size of the weight step that is adaptively taken. The 
adaptation mechanism in Rp does not take into account 
the magnitude of the gradient ( ( )wg k ) as seen by a 

particular weight, but only the sign of the gradient 
(positive or negative) [19].  

The Rp algorithm is based on the modification of 
each weight by the update value (or learning parameter) 
in such a way as to decrease the overall error.  The 
update value for each weight and bias is increased 
whenever the derivative of the performance function 
with respect to that weight has the same sign for two 
successive iterations. The principle of this method is as 
follows:  

 

  1 1k k w kw w sign g k        (8) 

 

1  1* ( ) 0k k w wn if g k g k
          (9) 

 

1  1* ( ) 0k k w wn if g k g k
        (10) 

 
Else  1k k     where 0 1n n     

k is the update value of the weight, which evolves 

according to changes of sign of the difference  
( 1k kw w  ) of the same weight in k iterations. The update 

values and the weights are changed as each iteration. All 
update values are initialized to the value D0. The update 
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value is modified in the following manner: if the current 
gradient ( ( )wg k ) multiplied by the gradient of the  

 

Table 2 Performance comparison of hidden layer 

Number 
hidden 
layers 

2 INPUT 5 INPUT 

Layer Training MSE (%) 
Classification 
Accuracy (%) 

Layer Training MSE (%) 
Classification 
Accuracy (%) 

1 2-2-1 3.00E-03 66.67 5-2-1 9.89E-04 66.67 
1 2-3-1 1.79E-05 66.67 5-3-1 8.68E-04 73.33 

1 2-4-1 1.65E-05 66.67 5-4-1 9.26E-05 73.33 
1 2-5-1 1.19E-06 80.00 5-5-1 6.35E-06 73.33 
1 2-6-1 2.16E-06 80.00 5-6-1 7.19E-08 73.33 
1 2-7-1 4.12E-05 86.67 5-7-1 8.40E-04 73.33 
1 2-8-1 1.19E-04 80.00 5-8-1 1.29E-04 60.00 
2 2-5-2-1 8.88E-04 66.67 5-6-2-1 1.75E-04 66.67 
2 2-5-3-1 2.25E-04 66.67 5-6-3-1 1.53E-04 60.00 

2 2-5-4-1 1.53E-04 66.67 5-6-4-1 1.31E-04 60.00 
2 2-5-5-1 3.41E-09 80.00 2-6-5-1 4.23E-06 80.00 
2 2-5-6-1 1.79E-04 66.67 2-6-6-1 3.87E-07 73.33 

2 2-5-7-1 4.52E-04 66.67 2-6-7-1 1.64E-06 73.33 
2 2-5-8-1 4.67E-03 66.67 2-6-8-1 2.77E-05 73.33 

 
Table 3 Performance Comparison of Training Algorithm with three Training Algorithm 

Training 
Algorithm 

Number hidden 
layers 

2 INPUT 5 INPUT 

Training MSE (%) 
Classification 
Accuracy (%) 

Training MSE (%) 
Classification  
Accuracy (%) 

GD 1 7.36E-05 80.00 1.78E-06 73.33 

LM 1 2.17E-05 80.00 2.40E-07 73.33 

RP 1 2.04E-04 80.00 5.15E-06 73.33 

GD 2 5.55E-04 80.00 6.53E-04 73.33 

LM 2 5.25E-07 80.00 5.90E-06 73.33 

RP 2 2.79E-04 80.00 7.19E-04 66.67 

 

 
previous step is positive (that is the gradient direction has 
remained the same), then the update value n+ is multiplied 
by a value (which is greater than one). Similarly, if the 
gradient product is negative, the update value n– is 
multiplied by the value (which is less than one). 
 
4. Result 

Regularly, the feed forward back-propagation neural 
network requires core parameters such as input data. 
target output, the weights, and the bias value. Generally, 
the network mean squares errors (MSE), which is the 
performance function for training process, can be 
expressed as 

 
2 2

1 1

1 1K K

k k k
k k

MSE e t a
K K 

      (11) 

 

where  ke  is error of the process [ ( )k k ke t a  ] 

ka  is resultant output.  

Table 2 shows comparison of hidden layer type 
between 1 and 2 layer in the multilayer perceptron 
training algorithm, 1 hidden layer which is having the 
best result in terms of accuracy and MSE is 5 layer for 2 
input ((80.00%) and (1.19E-06%)) and 6 layer for 5 
input ((73.33%) and (7.19E-08%)), 2 hidden which is 
having the best result in terms of accuracy and MSE is 
layer is 5-5 layer for 2 input ((80.00%) and (3.41E-
09%)) and 6-6 layer for 5 input ((73.33%) and (3.87E-
07%)). 

Table 3 and Fig. 7 shows that the multilayer percep-
tron training algorithm which is having the best result in 
terms of accuracy for Classification (80.00%) and MSE 
for training (5.25E-07%) is the LM training algorithm. 
The second best training algorithm is GD, while RP 
accuracy for Classification (66.67%) and MSE for 
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training (7.19E-04%) is the least suitable training 
algorithm. 

 

 
Figure 7 Mean squares errors of training  

 
5. Conclusions 

In this paper, the detection and classification of 
induction motor faults using MCSA and multilayer 
perceptron neural network is presented. MCSA method 
has been utilized to obtained data collection of the one 
phase stator current. Comparison in terms of accuracy and 
MSE for training the neural network is demonstrated. The 
result obtained show that multilayer perceptron neural 
network with Levenberg - Marquardt training algorithm is 
the best MLP training algorithm having the best 
accuracy (80.00%) and MSE (5.25E-07) compared with 
others training algorithms. 
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